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INTRODUCTION

O

—

Increasingly, latent trait mode]s.have shown promise for app]ication‘
in the areas of test construction, item pool%ng, test equating, and
Egélored testing. One of these models, the Rasch’mode] (Rasch, 1960, 1966),
has enjoyed,much popularity becausevof several advantagés it has over other
techniques. In addit{on to its simplicity, both %n theory and in applica-
tion, it is the only latent trait model which enéb]es samg]e-free estima-
tion of person a§ well as item parameters. Recent discussions (Hamb]eton,.’
et al., 1978)‘have suggested that the Rasch model may hold prumise fof(
examining test bias. There are sevéra] clear advantages to such an appr%gch

over classical test theory for defining and identifiying bias. The Rasch

model can be used to identify biased items not just biased tests. It re- {
>

quires no assumptions about the comparability of ability distributions - ~~
of different groﬁps:pr about within-group re]iabi]ities.'/ln addition, %ts
conclusions are ot‘dependent upon the characteristics 6; the sample of
persons taking ,the test since estimates of item characteristics are sanple
invariant. Unfortunately, few studies have acEyal]y used the Rasch hodei
in examini;g bias, aid thus precise definitioﬁs of "bias" are unciear.
Itemsdaﬁg generai]y)identified as biased if they exhibit a lack of fit

to the model characterizing the test as a whole. The Rasch model ‘itself
makes the strong gssumptioﬁs that items ‘must represént a sing]e, unidi-
mensional, underlying trait, and that item discriminations are equal.
“An item's lack of fit to the modg] eésentia]]y indicatesnthat'one of these
assumptions is peing'vioiated. The item may represent different traits
for different pe:sons, or it may discriminate between persons in a manner

unlike other items on the test. Either of these interpretations could

be construed to conform to a general definition of- bias. *

&
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According to this approach, then, to test for item bias we need only
determine whether an item fits the model. Sevsra] tests of item fit have
been/suggested (Gustaffson, 1979). We will foeds oh‘e simple technique
‘erEesed by Wright and Mead (1978) which essentially measures the average
squared’dev1at1ons between obta1ned and pred1cted 1tem characteristic curves
The statistic has a mean of one and can be tested for stat1st1ca1 signifi-
cance. - It is included as a part of the BICAL program (Wr1ght, 1977), for
Rasch mode] calibrations. Similar to ana]ys1s of variance decomposftioﬁs,
th1s index of total item-fit is made up of between -group and w1th1n -group
components. -Definitions of item bias may be based on either one of these
fit“statistics. In his examination of the issue of bias, Durovic (1975)\
suggests that significanf differences in within-group-fif mean squares
for a given item is evidence that the item is biased with respe:t to_
those groups. Essentially, this amounts to testing for group by f:*
interactions. An alternative definition of bias could be based on the
befween-group-fit mean square. Items with significant between-group-fit
mean squares may be interpreted as testing different traits in different"
groups, or es‘differing from the remaining items in terms of how thay
discriminate between groups. Though the conventional appfoach in this
test'of‘item-fit for identifying groups is to form them on the bas{s of
ability (total score), Qe are more coﬁcerned with socioceconomic and raciaﬁ
groups. By applying the same tests of fitrto such groupings we can

identify.items that are biased in terms of socioeconomic status. or race.
a
THE RASCH- MODEL

The Rasch Model assumes "that items are dicho dmously scored, the

test is not speeded, aﬁd that the odds for succé$s can be defined as a
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\
function of the ratio of person ability (BV) to Ftem difficulty (s;)
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wherevovi is_the odds for person v to succeed on item i, B, is the
agili;x of.person v, and'si is thg difficulty of item i. If the
probability of obtaining a-correct response is defined as the odds for
success divided by one'plus’the odds, we obtain the fg11owing: )

p - ovi N 'Bv/ﬁi
LY 3 §1 =
o VT .'+Ovi 1+ Bv/éi

[2]
We now have an expression for the Rasch probability of a correct

response in terms of only two parameteré, person ability and item qiffia
culty. To make t*& model simpler by putting it into an additive form

we define 8, as the Tog ability of persc. v and §; as the log difficulty
of item }; The probability of a correct response can then bé"expresséd as:

M I elBy%5) ?

o P 3]

When person v has more of the latent abilit; than item i requires,
then B, exceeds . and the probability of success is greater thin 0.5.
If the item is too dffficu]t'For'person v, then s, pfceeds 8, and the
probability is fess than 0.5. -/ |
' In contrast to.other“1atent trait models,\the Rasch model'épchfies
on]y\one item pérameter, difficulty. Other modé?s also dse aﬁ exponential
function of person.and item bafgmeters to definé{the probability of ; |
successful resbonse, but specify additiona] item parameters of discrimina-

tion and teﬁdency to provoke guessing. The Rasch modei essentially sets

the guessing parameter to- zero ari treats the discrimination parameter as

B
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if it were coﬁétant for all items. Maturally, thgse are strong assumptfons.
Howeve{, ‘the measurement logic they défénd_can be suppbrted (Wright, 1977).]
As a d%rect.résult of these,agsumptions, "The Rasch model is the only
latent trait model for a dichotomous response that is consistent with
‘number right’ scerihg" (Wright, 1977). Furéhermore,'it_is the only
”‘nghod for both obtaining estimates of item parameters free of the ability

distribution of the person sample and estimates of person parameters

free of the difficulty distribution of the item sample.

THE STUDY

In this study, the Rasch model was used to examine the scores
obtained on a fourth-grade, 31-item arfthmetic test administered as part
“of a large scale evaluation ofucompensatory educational programs. A
total of 1007 fourth grade students were sampled from}CaTifornia elemen-
tary schools to repfesent a cross-éection of socioeconomic qnd,program
strata. The content covers the skills of basic computation in all four
\operations, word problems, and fractions. Items are scored dichotomously,
the. test has no restrictive time Timit for completion and an jnte}nal
consistency reliability of .88. g
- 0f the sevéra] aVai]ab]e'computer programs for applying the Rasch
model, the BICAL program developed by Wright and Mead (1978) was used
betau§e it includes a numbe; of features that are not included in other
prograhs. In pddition, it incorporates a test ofiiﬁem-fit which produces

between-group, within-group, and total fit mean squares. -BICAL defines

]These assumptions may be viewed not so much as restrictive assump-
tions which must be met prior to applying the model, but rather as
ideals on which the-model is based. "-They act primarily to define item-
fit. - ' : . ' . ‘

Q




groups on the basis of total_score, forming up to six of these score
groups (based on user specifications). The basic criiarion is that
groups have apbroximate]y equal sizes. The fit statistics consist,
basically, of residuals from the model in terms of item difficulty both
for observations within a score group and for the separate score gfoup
means. The between-group fit statistic tests whether observed item
characteristic curves for separate groups have a common shape and slope.
As stated in the BICAL program manual:

If estimates of difficulty. are in fact free of the distribu-

tiop of ability in the calibrating sample, then estimates

based on different subgroups will be statistically equivalent

to those based on the total sample. This can be tested most

severely by dividing the sample into subgroups based on score

level and each item in each score group with those predicted

for that subgroup from the total sample estimate (Wright &

Mead, 1978, p. 12). '
Within-group fit is essentially an extension of this logic to a comparison
of each-person-item interaction to the expected value of an item's charac-
teristics based on that person's group as a whole. This decomposi?on_of
item-fit is analogous to the partitioning of sums of squares in the analysis
of variance.

Interpreting-an item's lack of fit depends,tb a certain extent,on whether

the Tack of fit occurs between or within groups. An item with a significantly

‘1arge between-group fit mean sSquare is not discriminating among ability

groups in the same manner as the’remaining items on the test. That is, groups
of lower ability may be more successful and groups. of high ability less suc-

.cessful (or vice versa) than expected given their performance on thé rest of

[

the test and the resulting model predictions. Of course, this can be taken

'~

as evidence that the item is testing different skills or trait dimensions

at different ability levels; that is, the item may violate the unidimensionality

w




assumptidh of the model. On the other hand, one ctould argue that the same
trait.is‘being measured though item discrimination differs. Both interpre- '
tations imply that the item is biased with respect te lhe groups examined
relative to the other items on the test. An item with a significantly large
within-group fit mean square, on the other hand, may'not necessarily be
byd/ed espec1a11y 1f it does not lack between-group fit. Such a case would
be ev1dence to the effect that though not b1ased between groups, smaller
gradat1ons of ab111ty are not cons1stent1y detected by the item. This may
indicate that certain characteristics of the item, pozs1b1y unrelated to

its content or the under1y1ng trait dimension, may be amp1guous or confus1no'

ouch an item may be of abnorma] form or 1ength be too novel, or be poorly

constructed.

-

& , :
Mathematically, the f1t stat1st1cs are ca]culated in the same manner

as conventional mean squares (e.g., in ANOVA). Squared standa{d1zed resid-

uals (between obtained vdlues and model predicted values) are summed and
By (3 . .

divided by the appropriate degrees of freedom. The between-group mean‘square

~ : . .
compares the successes in group g on item i, S

gi’ to their model expectation:
< o~ Co
)% . “gi ricnrmipri (4]
where n_ is the number of persons obta1n1ng a score of r, and P is the

r
est1mated probability of success given the ability estimate b associated

w1th a‘score of r and the difficulty estimate m, associated with item i
(Wright & Mead, 1978, p. 8).2 The reg specifies that the terms n_ and

' 21n : actual expressions, aﬂterm‘mi is included for replications.

Here each person interacts with each item once; thus m. has been set to
one. ‘
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Fri and the summation are only for observation within-group g. The fu]J_/

between-group mean square can be expressed as:

. T :
- m.P .
V. =g (591 re g Ny r1 ] [5]
Bi T (h-p .Y (g-l)([ D)
g reg NP ri

This statistic is distributed with an expected value of 1.0 and a variance
of 2L/[(g-1)(L-1)] where L equals. total number of items. Naturally, this

can be further expanded by substituting for P . as in expression [3].

ri
The within?group meanésquare'is obtained by comparing the between-group

statistic to the total mean square which is expressed as:

2 -
n | (X .-P..) .
- - vi i . L
V1 ) 5 PV1(]-PV1) l:(n-])(L-] ):] . . [6]

where N is the total number of persons and ivi js the result of a specific
person-item interaction.

Examiaing, now, the two definitions of item bias presented earlier, it
is apparent that the difference between the statistics ment1oned there and
the stat1st1cs Just presented above concerns the method of forming groups.
In defining vias, fit statistics must be computed based on groups for which
the issue of bias is re]evaht. Such groups might be formed on the basis of
race (Durovic, 1975) or socioeconomic status. These groups, of course,
overlap in score distributions and thus cannot be directly formed through °
the BICAL program without major program a]tératiaas. Qurqvic's method of
comparing total fit mean squares calcylated separate]y‘forieach group.
requires only that separate BICAL runs.be made for each graup. Comparing

the total fit statistic obtained-in such a manner for each group would be



similar to comparing the within-group squared standardized residuals pro-

duced on a single BICAL run3 in which groups are formed on the basis of an

-outside criterion as desired. The approach identifies as biased those

items which fit the model significantly better in one group than in
another. Rather than comparing theJdeviations of item behavior per group
from overall mode] predictions, each item's behavior within a group is
comaared to model predictions based on that group alone. An alternative
definition of item bias is suggesfed when we consider that for an item to
be‘unbiased

[the] item characteristic curves which provide the probabili-

ties of:correct responses must be identical across different

sub-populations of interest (Hambleton, et al., 1978, p. 94).
This implies that between-groupirather than within-group statistics should
be compared to model predietions based on all groups combined. Whough
Durovic's approach does make comparisons between groups, it merely compares
the within-greup item fits to each group's model predictioas. This latter .

approach actually involves the calculation of a between-group fit statistic

which describes how item behavior at the group level differs from an overall

model prediction. The statistic involved is actually the same between-group
fit mean square presented in expression [5] except that groups are formed
on the basis of an outside criterion rather than on the basis of total score.

Rather than make the extensive program revision necessary to enable BICAL to

form groups and calculate statistics on. the basis of an outside criterion,
. all of the necessary values can be obtained if separate runs are obtained

for each group (here, based on socioeconomic status).and one is obtained

for all groups combined.4

3The program has not been set up to independently calculate and print
such statistics per group. :

4The value for Pr 1s based on the combined-groups estimates of b, and
d;, whereas S;: and n. are based on information provided in each of the
separate grougs run. The between-group mean square can be then calculated
for each item outs1de the BICAL program itself.
. , 1
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of the test f.r the entire samplis. Tiems lacking fit {(based on score groups)
i the entirz samele are jdentified and examined., Groups are then formed

op the basis of socioeconomic status, anc separate analyses are performed

on each group. Within-group mean squares are then computed, and hetween-
group fit mean squares are calculated. The findings, using both methods of

defining item bias, are discussed and contrasted. The BICAL program de-

veloped by Wright and Mean (1978) is used for all ana]ysesi

RESULTS

Entire Sample

fs a first step, the Rasch model was'app11ed to the entire sample of
0G7 fourth-graders. The data for each subject consisted of the 31 dichoto-
mously scored (wrong-right) items. Because perfect scores and zerc scores
provide no item information, the Rasch model excludes persons obtaining
such scores from all analyses. In this sample, 17 persons answered all
31 items correctly and one person answered all items incorrectly, thus
Teaving 989 persons for item calibration.

Table I presents the difficulties and fit statistics estimated for
each item. It should be made clear that the difficulty scale is somewhat
arbitrary. The difficulty scale reported is expressed in logits, with a
mean of zero and with positive values indicating above average difficulty,
negative values indicating be]o& average difficulty. We can see that the
easiest items are items 1, 2, 3, 8, and 20. These items were answered
correctly by 91, 89, 86, 85, and 81 percent of the subjg%is respectively.
Examining the content of those items in Appendix A we geg}that the first

three are simple, straightforward additien problems. Item 8 is a simple



multiplicati-n problem without carrying, and item 20 is a word problem
requiring simple addition. Apparently these skills are fairly well
mastered by most fourth-graders.

Examining the difficult items, we see that items 17, 31, 30, and 21
were most difficuit in that order. They were answered correctly by only
26, 28, 33, and 35 percent of the subjects respectively. Item 17 repre-
sents the only "complex" division problem presented in the test. It
consists of a multiple digit divisor and requires "long division" (the only
other long division problem was answered correct]ykby only 41% of the
‘subjects). Examination of the common errors failed to reveal any notice-
able patterns. Items 30 and 31 both represent the only examples of
reexpressing fractions. Errors on both were usually made in a consistent
directian: ”T/Z" was thought to be equal to "2/3," and "8/1(" was thought
to be equal to "7/9." That is, subjects apparently attended to the size of
the difference between the value of the denominator and the value of the
numerator. Item 27 represents the only item requiring the subtraction of
comp lex fractidns (a whole number with a fraction). The common errors were
on responses B and D, both of which are also complex fractions. In conclu-
sion, we can §éy that for this sample of fourth-graders, long division
problems and problems involving fractions are most difficult.

In Table II the items with sfgnificant total fit mean squares are
presented in order of their fits. Recall that total fit actually consists
of two orthogonal components and provides an overall index of how well an
item fits the model describing the test as a whole. As previously stated,
each fit statistic is distributed with a mean cf one and the standard error
can be estimated based on the number of items, subjects, and groups. Items

with significantly large fit mean sguares represent items that co not fit

b -
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the modet; that 15, there i

N

a discrepancy between the obtained item charac-

teristics curves and those predicted knowing the behavier of che test as

[»7)

whole and the number of persons correctly responding to each item. Such a
discrepancy indicates that a number of subjects did not 'espond as pre-
dicted by the model. Examining the table we see that «f the 11 poorly
fitting items, three are from the most difficult items and three are from
the easiest items. Therefore, it seems there is nn clear relationship
between item difficulty and item fit. Of the 11 poorly fitting items, we
see that four represent problems dealing with fractions and five represent
simple addition, subtraction, or multiplication problems. These items
with poor total fits wou!d be deleted from the test since they fail tc
behave in a manner consistent with the %test as a whole. By forming ability
groups of approximate egwal size (the program ranks out 6 abi]ity groups)
total fit can be broken into orthogonal components. With respect to Ehe
resulting within-groups and between-group fits, there are two features
worth noting in our results. First, several items exhibjt very large
between-group fit mean squares. Some of these, because they exhibit good
within-group fit, do not have large total fit mean squares. We see from
Table I that 13 out of the 31 items have fit statistics greater than 3
standard errors from the mean. . Though not explicitly presented here, an
examination c¢f the average responses by score groups provides insight into
.the nature of these poor between-group fits. In genera], the lower score
groups berformed worse than expected on multiplication {tems and word
problems, but better than expected on certain subtraction and division
items and on fractions. A possible interpretation of these patterns could
be as follows: Subtraction and divisien problems may be uniformly diffi—'

cult for all children regardless of ability and thus may not easily

Y
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discriminate on the basis of ability. In addition, students of lower ability
may be provided with extra practice and training on such difficult concepts.
The pcorer performance of lTow ability students on word problems probably re-
flects a lower reading ability and thus poorer comprehension of %tem mean?
ings. Their much better than expected performance on fractions may reflect

a tendency for teachers to monitor such student- more closely and provide
them with more feedpack than they would with students of -higher ability.
Alternatively, it may be that because the actual computations required‘on

the fraction problems are quite simple, cumulative knowledge may not limit
the performances of lower ability studgnts.

A second point concerns those items with large within-group but small
between-group fit squares. Such a pattern implies that whereas different
ability groups are conforming on the average to the model. mersons within
groups are not;. This may indicate that certain‘item featu..s are conquing
or require great concentration or attention; such features'are likely to
result in much variation from person to person but have iittle effect on
group means. "That is, such items, thougﬁ not necessarily violating
model assumptions, are poor from the standpoint of introducing unwanted
within-group variabilitx. As can be seen from Table I, most items with
large within-group mean squares also lack between-group fitﬁ, thus
implying that they have violated model assumptions. Items which have
significant within-group fits tend also to have significant between-qroup
fits. Items 1, 7, and 8 exhibit such a pattern. Thd ‘ item 1 is the
easiest item, the fact that it is first on the test may have resulted in
random errors merely because students are in a rush to get started.

- Item 7 is made up of multiple tasks and thus.requires much concentration

in that it is lengthy and requires carrying. Item 8 is the first



nonaddition or substraction item and thus may be confusing to some students.
Items with Jlarge within-group but small between-group fits may be charac-
terized by much random guessing.

In summary, then, a conventional Rasch mode] analysis of the entire
- sample, with item-fit being based on score groupings, shows that in this
Jl1-item test of fourth grade arithmetic skills, a number of items appear
to behave pcoorly. These items are prfmari]y problems dea]inngith frac-
tions or éimp]e operétions. Their formats, or the underlying skills which
they call for, may result in guessing. Thus, they fail to discriminate
between score groups ih the manner in which other test items do. For test

review purposes, such results would indicate that these items should be

deleted or rewritten before the final draft of the test.

Within Socioeconomic Groups

The BICAL program has no provisions for creating groups on the basis
of an outside criterion (e.qg., socioeconomic status [SES])and thus, within
SES-group fit, could not be examined using the same approach as the one
described above. Instead, separate SES-group files were created, and Rasch
 model ana]ysesvweré performed separately for each. The total fft mean-
square obfaﬁhed for‘items in a specific SES-group would then be equivalent
to the within-group mean sduares had fit been examined in the conventional
manner with SES-groupings. Table III provides the basic fit statistics
and difficulty estimates for the items with signifjcant]y:]arge total fits
within each of the SES4groups. After perfect and zero scorers were
’ ékc]uded, the Tow, middle, ;nd %igﬁ SES groups were represented‘by 428,

348, and 213 subjects respectively.
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Examining the table we see that the groups differ in the number of
non~-fitting itemsvand in the orders of item-fits. Oniy items 1 and 31
appear to be consistently poor in all three groups. It should be mentioned
that whereas item 31 is the most difficult item for the middle group,
for the low SES group item 17 is the most difficult. Recall earlier
statements to the effect that lower scorers did better than expected on
fraction problems, and note that SES and test performance are generally
highly correlated. Of course direct compariséns of item difficulties
across groudps cannot accurately be made since they ha;e not been standar-
dized. Slight scale differences may be present.

It is apparent that some of the'pon-fitting items are group specific.
That is, items may fit in certain groLps and not in others. This typr of
pattern has been taken by Durovic (1975) as evidence of item biag-=-—
d1ffnrent1a1 w1thtn -group fits. Table IV presents non- f1?t1nd/1tems
according to their differential lack of within-group fit. As stated
previously, items.lland 31 lack fit in each of the groups and according to
Durovic's definition are not necessarily biased items. Items 17 and.25
fit in the higﬁ SES group but not in the middle and low SES groups. Other
items show different patterns of fit-and nun-fit. As a firsc step toward
interpreting these patterns, we should recognize that schoo]s genera]]y
reflect the characteristics of their surround1ng ne1ghborhoods That 15,
schools tend to be much more homogeneous witn respect to SES than with
-respect to student ability. Thus patterns of differentia] within—group fits
may ‘provide an indication of differential school effects. For instance,
the complex division represented in item 17 may be emphasized more in
higher socioeconofiic schools, and thus may better conform in behavior with

the remainire test items for that group. The fact that item 25 is a word

17
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problem deé1ing with fractions may mean that responses to a large extent
depend on the ability to read and understand the item stem ifse]f. 6hi]-
dren from high SES home and school backgrounds may have received greater
support for reading activities (their parents are generally more eduéated)*
and thus be less likely to bé con%used ty the reading content of such an
item. Examining items 3 and 4 we may conjecture that in lower SES schools
the more basic operations are emphasized and thus such items would have

discriminability similar to the rémaining jtems within the Tow SES group.

-In the higher SES groups such skills may be dealt with in less detail and’

a

repetition, and thus longer or newly foimatted‘items such as numbers 3
and 4 may elicit more confusion and guessing. An especially interesting
item is number 19, for it is the worst fitting item in the-high SES group

but fits well in the lower SES groups.- Examination of within-group

. pat.arns shows that within the high SES group, lower ability persons do

better than expected, and higher ability persons do worse than expected.
That is, the item appears ;6 be almost uniformly easy for. persons of
differiﬁb abilities. In the middle and lower SES groups, persons who )
heve lower total scores_(abi]ity);tend to do substantially worse on this
item than do versons with higher totél.scofes. Thus in these groups the
iteh appears to fit the modé].

To be sure, the interpretations made above are nét'the only viable

ones that could be made. However, it»ié likely that the SES grouphdiffer-

ences that they do represent are school level phenomena. -One pbssib]e

schoel level gffect that may make a difference is the*différentia]~expo-

-sure to certain’concepts or skills.. That is, an item may'fit because all
. "1 ’

students have been exposed to the concepts contained in it; and thus

ability is'the primary Qetermihing‘factor for success or failure on that
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item. On the other hand, an item may not fit if students have been exposed
only briefly and thus random guessing is common. An item also may not

it if a skill has been mastered ﬁy the majority of the éubjécts, thus

' making the item u;fformiy easy. To the extent that tesf scores may

reflect differences in exposure to concepts, and that sﬁch e*posure may

be SES related, the comparison in this séction of within-group fits as

suggested by Durovic (1975) may be a legitimate exercise for identifyirng

item bias.

Between Sociceconomic Groups

If the previous interpretation of betweenfgroup 1éck of it i3 ‘
correct--that non-fitting items discriminate hetween groups in a marner
inccnsistent with the rest of the tést~-then we might\surm{se that.by
grouping individuals on the basis pf SES, we cou]dArun a sinyle Rasch
model analysis and use between-groﬁp ﬁ{t as an index of bias. Unfor-
tunateiy, the BICAL program does not enable one to form groups on fhe
basis of an outside criterion. Of course, we couid éct as if ability
- were a broxy for SES and preSent the earlier finding$ conCerning the
~entire sample és'our examination of bi;s. On the other hand, though SES
is highly correlated with ability, the scoré distributions of the three
SES groups examined here are highly overlapping. Thus, between-ability-
group fits may not be consistent with betweéﬁ-SES-group fits. 'Fortu;;tely,yg
tﬁe actual formula used fur calculating befween-grdup fit'is straightforwérq
(Wright and Mead, 1978), and the necessary values can be optajned if

separate analyses have been performed on each SES group as well as on the

entire sample.
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The between-SES-group fit mean squa-2s are presented in Table V for

. all 31-items on the test. The statistic has an e#pécted-vajue of one and

. a standard error of 1.02. Thus all mean squares gfeatef than 3.04 repre-
sent non-fitting (or biased) items. Items 31, 23, 4,-28, 19, and 26 are
identified by this procedure as hiased with respect to socioceconomic
status. The fact thaf they don't fit the mode] indicates that they may
tap different underlying traits in different SES groups or may discriminate
between groups in a manner inconsistent with the test as a whole. Some of
these items have been identified and discussed before. Specifically, itemé
'31, 4,'and 19 have been identified as non-fitting items in the ana]ysis“qf
the entire sample, and with the addition of item 26, have been identified
in the ex§minatfon of within-SES-group fit. It is interesting to note

that wheréas item 1 does not fit in the entire sample and consistently
lacks within-SES-group fit, it appears to fit relatively well between
-groups. Also interesting is the fact that items 23 and 28 Tack between-
SES-group fit but apéear to fit in all previous analyses. Item 31 is
idéhtified as biased usfng}between-éroup mean"squares, whereaé it was not
specified as biased using the within—gfdup approach. Many of the items
idéntified as biased in the within-group analyses do not appear to be
'biaseGIWhén using the between-group definitions.

Exgmfning item contents, we see that three of the six‘biaéed items
represent, p}oblems dealing with fractions. It appears that lower SES
students are éerfo;mihg higher than expected on such problems, whereas
higher SES stﬁaents are performing lower thén expected. This pattern is
also true'ih%the‘case of item 4 whiéh»is alco1umn addition probiem. On
items 19 and 23,‘jﬁst‘the opposite is true: high SES students are per-

forming better'than_expected and Tow SES studentévare performing worse.

t3
3%
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Thus we may conclude that with respect to these items, emphasizing word
propiems in arithmetic tests may exaggerate the apparent SES differeﬁces,
whereas problems dealing with fracffdns and (to a certain extent) simple
operatiqns may minimize sqéh differences in total scores. The evidence
that items 31 and 4 have?1arge within-group as well as betweenjgroup fit
mean squares indicates thét they should be deleted from the test regard-
less of the implications of their bias. Certainly, other items should
also be examineg,even if they are not biased, because of their lack of

within-group fit.

CONCLUSIONS

Use of the Rasch model for examining item bias seems to have great
potential. In this study, we have examined two different approaches to
defining bias,w%thin the framework of the Rasch mode].. One compares with-
in-group fit mean squares and the other utilizes a between-group fit
- statistic. Results from both approaches overlap to a certain extent, but
.are distinct in.many regpeéts. The indices of bias they brovidé are
slightly dif%erent‘but complementary, and both md&lbe useful to the analyst
interested in both aspects of the bias issue. |

If is important tq note that any definitfon of bias which rests on -
the use of item-fit statistics falls prey to é fundamental problem. Fit
is a relative measufe. It merely measures déviationlof items from the
test as a whole. It is true that this is a problem in classical apprdaches
as we]i as in those using the R;sch model’; but the possibility remains |
th&f anlitem lacking fit may actually be a "good" item while tﬁé»test as

-a whole is "poor."

g
o
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Finally, it should be noted that the two indices of bias examined here
are by no means the only indices one could use'within the Rasch model
framework. It appears that a promising a]ternative‘approaqh mjght focus - on
person-fit rather than item-fit. A measure of overa]T‘person-fit calculated
for a specific group of peréons would indicate the extent to which items
(or groups of itams) were behaviﬁg as we would expect from mdde] predic-
'tions. Gustafsson (1979) @as suggestgd‘that person-fit measures may indeed
be the only way to examine test unidimensionality--lack of unidimensionality
that varies across persons may be evidence of test bias. Further work in

this area may be promising.



Table I

" Item Ana]ysié of Entire -Sample ,
(Fit Statistic Based On Six Ability Groups)

FIT MEAN SQUARE

Item Withn Betwn Disc Point

Diff - Group Group Total Indx Biser
1 2.3 1.3  0.53  1.36 _ 0.97  0.26
2 - -1.96 1.04 0.91 . 1.03 *1.12 0.36
3 -1.63 1.22° 2,55 - 1.22  0.95 0.34
.4 -0.91 1.3 C6.76*  1.47. - 0.77  0.32
” 5 -0.64 0.97 0.66 0.96  1.03  0.46
6. -0.86 ' 0.93 0.8  0.93  1.04  0.44
7-0.02 1.3 072 113 0.94  0.47¢
8 -1.51 1.47 2,07 1.47  0.86 - 0.30
9 -0.22 - 0.88 . 2.85 0.89°  1.15 0.53
10 -0.20  0.94 1.5  0.95  1.05  0.50
1M 0.7  0.81 4,52 0.8  1.28 = 0.59
12 0.61 0.87 3.70 0.89 - 1.23  0.56 ‘
137010 0.76  7.18  0.80  1.34  0.60
14 0.0- 0.8 272 0.8  1.20  0.55
15 1.11 1.0 1.3 1.01 1.05 ' 0.50 .
16  0.83  0.83  4.64* 0.86  1.28 0,58
17 1.96° 1.26  5.56* 1.29  0.73:  0.36
18 -0.24 1.02 0.82 © 1.01  1.08  0.50
19 +1.00  1.19  2.99% 1.20  1.04-  0.44
20 -1.22 - 0.79  2.92* 0.80 1.16  0.47 .
21  -0.42 0.77 . 4.72* 0.80° 1.26 0.56
22 0.5 1.00 -0.55 1.00 1.07 - 0.51
23" 0.86 0.8  4.17* 0.88  1.25  0.57
24 -0.46 1.2 2.18 - 1.22  0.83  0.40 °
25 0.29 1.0 . 4.5* 1.32  0.73  0.40
26 0.32  1.04  1.3] 1.04 ' 0.90 0.45
27 1.2 101 L7 LI 0.89 0.4
28 0.75 1.02, 0.95 1.02 0.9  0.49
29 . .0.85  1.03 0.6  1.03 .0.90  0.47
'30. 1.5 1.06 235 , 1.06 0.95  0.45
31 . 1.86 1.54  20.38*  1.65 0.42 0.23
983 5 989 DEG OF FROM

: ; 0.05 . 0.58 - 0.04 " STD ERRQR
*items with between group fits greater than 3SE from ‘the mean.

ERIC 7 N - Da




Tab]e II

Items with Significant Lack of Fit)‘

N = 989
Number  Total Fit (.04) = W/in grp. (.05) Betw. grp. (.53) Diff.
31 1.65 1.54 20.33 1.86
8 1.47 1.47 2.07 ~1.51
4 1.46 1.43 6.76 -0.91
1 1.35 1.26 10.53 -2.31
25+ 1.31 1.30 4.56 0.29
17 1.28 1.26 5.56 1.96
3 1.22 1.22 2.55 -1.63
24 1.22 1.21 2.18 -0.46
19 1.19 1.9 2.99 -1.00
7 1.13 1.13 0.72 0.02
27 1.10 1.11 1.07 1.92
» ~z~'
T
., o ¢
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Table III:

Items with Significant Lack ©of Fit Within Separate SES Groups

LOW SES (N=428) MID SES (N=348) HI SES (N=213)
Total Fit Diff. # Total Fit Diff. # Total Fit  Diff.
31 1.64  1.49 4 1.70  -1.06 19  2.67 -1.60
17 1.50  2.09 3 1.5  -1.91 8 2.23 -1.22
25 .37 0.26 1 .57  -2.69 31 1.58 °  2.04
1 132 -2.23 30 1.50 2.23 4 1.53 -0.39
26 . 1.23 -0.52 25 1.31 0.22 24  1.46 ~0.59
8 .16 -1.71 17 1.24 1.88 1.46  -1.95
18 1.20 -~ -0.40 1.41 0.06
27 1.17 1.63 1.29 -1.27
Standard .07 .08 .2 1.28 - 0.61
Error i 1 120 -1

€y, >
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Table 1V

Items with Differential Lack of Fit Across SES Groups
(+ means fit; - means lack of fit)

Item Low Mid High
1 - - -
31 - , - -
17 - - +
25 - - +
4 + - -
3 + - -
8 - + -
24 - + -
18 + . +
27 + - +
19 + + ' -
2 + + -
7 + + -

26 + + -




Table V

Item Analysis of Entire Sample
(Fit Statistics Based on Three SES Groups)

Departure from expected ICC Between group
Item High SES Middle SES Low -SES fit mean square
1 -.02 .01 -.01 1.96
2 -.01 .01 -.01 .66
3 -.03 .02 -.00 2.30
4 -.06 .03 .02 5.54
5 -.03 .00 .03 1.54
6 -.02 .01 .02 .88
7 -.00 .03 -.01 1.13
8 -.03 -.01 .03 2.35
9 -03 .0 -.01 1.00
10 00 .01 .01 .21
11 .02 .01 -.02 .78
12 .05 -.03 .01 2.50
13 .02 .02 -.01 .82
14 .04 .03 -.02 2.55
15 .03 -.04 .01 2.04
16 02 .7 -.01 .00 21
17 -.01 .01 -.02 1.12
18 .03 .04 -.03 2.99
19 .06 o -.02 3.65
20 .01 e+ 01 -.01 .33
21 .02 02 -.01 1.01
22 .04 01 -.02 1.53
23 .08 .01 -.05 6.83
24 .02 -.01 .02 .99
25 -.03 .03 01 1.36
26 .05 .00 .04 3.14
27 00 -.03 .02 1.60
28 -.01 -.04 .04 3.78
29 -.03 .00 .01 .72
30 -.01 -.01 00 16
31 - 0‘ -.06 05 9.17

P
~ D
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PRACTICE )
21
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-

Example A: Do the math problem. Fill in the circle next
to the correct answer. .

n

) - OA. 65
" = OB. 57

_*d2 . OC. 75

~ OD. 66

Example B: Read the problem, and figure out the answer.
Fill in the circle next to the correct answer.

Mark had 6 marbles. John gave hin
. 3 more marbles. How many marbles N
does Mark now' have? _ ¢

OA. 3 OB. 10 OC. 9 OD. 6
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Do each math problem. Fill in the circle next to the .
correct answer. Fill in only one circle for each problem.

C

Exampler
oA, 12
1 OoB. 9
- - oc. 15
| 0D. 6
"C" is the correct answer

1. OA. 81 1 5. : | OA. 16
69 oB. 91 o oB.
~22 OcC. 87 RN v 16
OD. 47 OD. "14
2. oA 101 - |s. oA 29
S oB. 91 . a7 OB. 125
; %0+ 38 oc. 102 . =28 oc. 19
| ~ oD. 99 | 7 0oD. 21
- J | OA. 5794 7. . OA. .e127
3357 ‘OB. 5804 | 6600 OB. 4173
+ 2447 - OC. 6814 | . 2573 oc. 4027
OD. 5704 - OD. 4137
4. 144 OA. 565 8. OA. 66
38 os. .473 | 23 OB. 69
o ‘0c. 474 x3 oc. 59
*+ 73 OD. 375  0OD. s6

GO ON:TO NEXT PAGE

ERIC - . B 2
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GO ON TO NEXT PAGE

a0
vy

9. OA. 562 14. OA. 6
36 OB. 616 _ OB. § _
x 7 QC. 602 4730 -o;.' 7 Remainder 2-
OD. 596 OD. 7 Remainder §
10. OA. 1148 15. OA. 54
193 OB. 1049 - OB. 42 |
x 6 oc. nsé 8336 = 0Oc. 40 Rema:i.nde:.:G
OD. 648 - OD. 32 |
{11, OA. 308" 16. OA. 3
12 OB. 418 OB. 5 éwainder4
) x 34 Qc. a8 zs)’TS_% ©OC. 3 Remainder 4 -
OD. . 408 OD. 4
12. OA. 2874 17. OA. 21 Reminder 5
402 OB. 412 ; os. 17 -
x 16 OC. 6432 157255  OC. 10 Remainder §
OD. 6452 | OD. 16
15. OA. 4 Remainder 2
| “oB. s |
8Y57 oc. 4
| OD. I Remainder 4 |
~
N4
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Read #ach problem. Fill in the circle next to the correct answer

[

i ~r

. 18. One thousand zen is:

“OA. 1,010  OB. 10,010 ~ OC. 1,001. ‘©D. 120,019

19. Five hundred four is:

OA. 5,040  OB. 3504  OC. 3,004 /! OD. 30

o .

20. Pafty read 27 pages of her book before lunch and 8 nages aftar
. lunch. How many pages did she read?. _

OA. 19 OB. 36 oC. 35 OD. 45

21. Sue had 48 marbles. If she gave 22 marbles to Juan, how many
did she have left? . -

QA. 26 - OB. 16 oc. 70 ° - OD. 25

22. Tria rode her bicy&le in the country at 12 miles an -hour for
5 hours. How many miles did she go in that time?

"OA. 4  OB. 36 - 'oc. 15 _ OD. 46

| 23.° Bob had 42 baseball cards. He made 6-piles with his cards and
' © was sure to put the same number of cards in each pile.- How:
many cards were in each pile? " .

OA. 7 . OB. §2 " oc. 6 ' op. a3

24. This circle is divided into'eqﬁal parts. What.part of the.
circle is shaded?

ry

QA. Ob.

wLijoo

OB.

25. If a student answers 18 problems correctly out af 20, what
proportion of problems did she answer correctly?

E 2 - 18 ©20 20
| on % . os: L& oc. & on. ¥
S A ' GO ON TO NEXT pA"Z;E
Q . ’ . '
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‘Do each fraction problem.  Fill in the circle nex: to the correct
answer. Fill in only one circle for each praoblen.

Examplé l
 oa. 15-2
15 . %%
°.° Coc. 3 :
on. &
"B" is the correct answer )

| - 5 y A
267 OA. 3 29. | | QA. 6 3 |
s 7
np.s . Ok 33,22 OF- 53
z G 7 3 g = 7 .
ocC. 12 OcC. 51—6
OoD. 5 ‘op. si—-g
27. - OA. 8 30. % oa. % )
, ’ 2 :
1.1 . OB. 7% os. 2
83°3 & . 3 1. S
oc. 7 : Z -—?— OC- _;-
. 1 '
OD. 8 b
6 ob. %
5 : on 3
28. ) - OA' 7 31. . : O&A. .4-
‘ 5 4
OB, -4
5.2 . ¢ 14 q OB. 5
7 7 ] 0 . 2 7
OC. & 10 — o0c. 3
OD.. 21 Q.D_' 3
a - STOP
f)'—- =




